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Abstract: A country’s growth is strongly measured by the quality of its education system. Education sector has 

witnessed sea change in its functioning. Today it is recognized as an industry and as an industry it is facing challenges. 

The challenges of higher education being decrease in students’ success rate and their leaving the course without 

completion. An early prediction of students’ failure may help the management provide timely counselling as well as 

coaching to increase the success rate and student retention. Data mining are widely used in educational field to find 

new hidden patterns from student’s data which are used to understand the problem. Classification is one of the 

prediction type classifiers that classifies data based on the training set and uses the pattern to classify a new data. Aim 

of the project is to develop an internetworking application that uses data mining technique to predict the students’ 

performance based on their behaviour. This paper explores the link between emotional skills of the students along with 

the socio economic and previous academic performance parameters using Naive Bayes Classifier technique. 
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I. INTRODUCTION 

 

Higher Education of Students has a direct impact on the 

work force provided to the industry and hence it directly 

affects the economy of the country. In educational 

institutions quality of the education is judged by the 

success rate of the students and to what extent the institute 

is capable of retaining its students. Student’s academic 

performance is based upon the diverse factors like 

personal, social, psychological and other environmental 

factors. Predicting Students’ performance can help identify 

the students who are at risk of failure and thus 

management can provide timely help and take essential 

steps to coach the students to improve his/her performance 

 

 
Fig 1- the cycle of applying Data Mining in Education 

System 

 

 

Data mining technique have been applied to predict the 

academic performance of the students based on their 

socio-economic condition and previous academic 

Performances. Classification is one of the data mining 

technique of predictive types that classifies data 

(Constructs a pattern) based on the training set and use the 

pattern to classify a new data (testing set). Classification 

maps the data into predefined sets or groups of classes. It 

is often referred to as supervised learning because the 

classes are determined before examining the data. 

 

Patterns that are discovered by Data Mining methods from 

educational data can be used to enhance decision making 

in terms of identifying students at risk, decreasing student 

drop-out rate, increasing student’s success and increasing 

student’s learning outcome. 

 

The main objectives of this study are: 

 

1. Identification of different factors which affects a 

student’s learning behaviour and performance during 

academic career. 

2. Construction of a prediction model using 

classification data mining technique on the basis of 

identified predictive variables. 

3. To extract valid information from existing students to 

mange relationships with upcoming students. 

4. To improve the performance of the student. 

5. Validation of the developed model for higher 

education students studying in Universities/ 

Institutions. 
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II. DATA MINING TECHNIQUES 

 

Most cited literature survey papers in Educational Data 

Mining have made use of various classification techniques 

in order to extract hidden information. It can be 

categorized into four groups: 
 

1. Decision trees – The algorithms used are ID3, CART, 

C4.5, Rep tree, Random tree, CHIAD. Decision tree 

techniques are simple to understand and interpret, It allows 

addition of new possible scenarios, It helps to determine 

worst, best and expected values for different scenarios, It 

can be combined with other decision tree techniques to 

generate rules easily. This technique has many 

disadvantages as the number of training data increases like 

over fitting. It does not handle numeric data and pruning 

may become cumbersome. 

2. Bayesian Classifier- It includes Naive Bayes algorithm 

and its variants. This technique is simple and easy to 

understand, requires small amount of training data to 

estimate the parameters, Fast Space efficient, Insensitive 

to irrelevant features and handles both real and discrete 

data well. The major disadvantage of this technique is that 

it assumes conditional independence among the attributes. 

3. Neural Networks- It includes algorithm like Multi-layer 

Perceptron. This technique is a generalized method, works 

well with noise. But it does not scale well from small 

research system to large real-time system. It is 

computationally expensive and it does not guarantee a 

solution. It mainly depends on the algorithm used to train 

the system. 

4. Clustering Techniques- It includes algorithms like K-

means, Nearest Neighbour etc. This technique is relatively 

scalable and simple. But they are highly sensitive to noise 

and outliers. The proposed system is the real time, web 

based application which has to take any number of training 

data as an input. So Bayesian classifiers are best suited as 

it easy to implement and insensitive to irrelevant features. 

  

III. DATA MINING PROCESSES 

 

The major objective of the proposed methodology is to 

build a performance prediction model that classifies a 

student’s performance as BAVG, AVG, ABVG and 

EXCL. The classifiers, has been built by combining the 

Standard process for data mining that includes Business 

understanding, Data understanding, Data preparation, 

Modelling and Classification. The System Architecture 

diagram is as shown below. 
 

1. Data Understanding 

The data of students from various institutions is collected 

through a structured questionnaire. It can also be collected 

at the time of college registration. Administrator is 

responsible for collecting this student’s information. 
 

2. Data-Pre-processing 

The data collected is saved in tabular form. The cleaning 

process requires eliminating data with missing values, 

correcting inconsistent data, identifying outliers, as well as 

removing duplicates etc. 

 
Fig 2- System Architecture 

 

3. Modelling 

This phase uses data mining technique to identify patterns 

within the training data. This phase include Selecting 

techniques, Designing tests, Building models, Assessing 

models, Generating rules etc. 
 

4. Classification 

The proposed model predicts the students’ individual 

academic performance based on factors and classifies 

them among these four groups, namely BAVG (<60%>), 

AVG (60% to less than 70%), ABVG (70% to less than 

79%) and EXCL (>=80%). 
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IV. CONCLUSION 

 

Today academic success of students of any professional 

Institution has become the major issue for the 

management. An early prediction of students at risk of 

poor performance helps the management take timely 

action to improve their performance through extra 

coaching and counseling. Employing Data mining 

techniques like classification can help develop a decision 

support system to help authorities identify the weak 

students and take timely measures. Effects of emotional 

quotient and other parameters have been taken into 

account when developing a model.   
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